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Introduction

First of all, | should start by saying somethingatowhere I'm coming from. I'm not actually going t
talk about a case study as such — instead whant twalo this morning is stand back and take adepa
perspective of the application of GIS in archaegldghould also emphasise that I'm not a GIS spisti
as such — certainly not in comparison with somenefother speakers we've heard from this week.i&IS
something | use, much as most of you here. Andvitlespread use of GIS is self-evident beyond the
kinds of research we have seen this week, in mathegresentations, and in your own research praje
We can see that GIS have become embedded in thegeraent of the archaeological resource, which
suggests a degree of technological maturity has bekieved. But one question would be whether that
technological maturity is matched by a methodolalgioaturity. In most cases, applications barelptetr
the surface of what is possible — the majorityrahaeological GIS applications still fall into thasic
mapping category, primarily making use of the basignection between a spatial database and a map
base. It's a generalisation that is beginning tiol tess true today, as local government agencidseituK
for instance start to develop impact or threat megisg their GIS, and of course especially in Nort
America, the Netherlands and elsewhere the usesdfgtive modelling tools in heritage managemerat is
significant feature as we heard from Philip. Buertheless, the basic categorization of GIS asping
tool holds true for the majority.

My interest is in the use of these technologied,l@w they can help us do better archaeology. But m
approach is rather different, in that it isn’t saah a question of specifically developing new
methodologies or new tools, but rather coming tdeustand what it is we do with computers, how we
approach them, how we use them, and, most importéraw the use of computers affects what we do as
archaeologists. So in that sense, its more a questiturning the gaze in on ourselves as pragicin
archaeologists who are at the same time expert gmpsers. It's a focus on the social implicatiohs
these new technologies — whether they change usthey change us, and why they change us.

So my first proposition is that Information Techmgies — and therefore GIS too — are socially clihrge
there are issues of control, surveillance, powalitips, order, structure and so on associated thigm.
However, more often than not, these technologitenlogies and philosophies are taken for granted. |
want to question this.

My second proposition is that we should understmdething about the relationships between
archaeology, archaeological theory, and technoddgapresentations of archaeological knowledgew ho
that knowledge is created, manipulated, modelled,umderstood. I'm certainly not the first and Into

be the last to point to the link between GIS tedbgies and archaeological theory and practice -chkar
spoke about this on Tuesday in relation to landseaphaeology, for example — but nevertheless it is
important that we understand this connection amdhyérmore, that those connections are actuallgeoor
out in reality — that the models we use really eloresent the theories we started out with, for @tam
bearing in mind the fact that, as we know, a Gl alivays produce a picture but whether or noti$ h
any meaning or value is an entirely different matte



My third proposition is related in that it's as W&l remind ourselves from time to time when we’re
surrounded by these technologies that the objeatio$tudy is ultimately the individual people whad

in the past — their settlements, burials, artefattts yes, but in the end the task is to try amteustand
more about the people themselves. And these pdistdoals are knowledgeable people, aware of and
working with their surroundings, not unthinking, chanical clones who just react to circumstances and
are simply victims of their environment — if wertkiabout people in that way then we risk going tack
19thC ways associated with colonialism when graathsr than ourselves were perceived as being
fundamentally inferior, an untenable position togid

These three propositions very much define wherecbming from. Of course, you might well argue that
all of this is unimportant — just so much hot athat what’s more important is understanding host b
implement the tools and technologies that are abkilto us. You could be right — but | would ar¢just
the importance of standing back and taking thiswbeo perspective is that, if the tools we use dmgh

us, if they do affect what we do and how we dd ihey don’t promote our understanding of pastglep
shouldn’t we as archaeologists — especially usaa@logists! — be interested and concerned to know
about this? After all, we're familiar with ideaschooncepts behind culture change and the implicatfo
new technologies — Mousterian tool technologies,itroduction of iron to bronze age communitiég, t
impact of literacy, the development of the mouldidgalough, the internal combustion engine and se on
so why not consider the implications of new tecbga@s on the practice of our subject? So the amngdle
is therefore to question whether we're immune tangfes introduced by the tools we use, and, in a way
conduct a typical study of archaeological materidlure, but making us as archaeologists and thedis
we employ the focus of that study — turning theegamvards upon ourselves. Of course, this could
quickly become an exercise in navel-gazing, bhirik that these sorts of considerations can slybd i
upon our motivations and methodologies, which caexiremely valuable process.

I've used various ways of looking at this subjecttie past — whether it's considering culture cleazugd
the implications of technological determinism (Hatgg2000), or thinking about issues surrounding
information handling and processing (Huggett 200#8 relationship between hypertext and
archaeological writing (Huggett, in prep), or, olicse, as you'll have gathered from the paper ur yo
packs (Huggett 2004b), using the concept of fetishais a medium for thinking through some of the
technological implications of the tools we use.

Fetishising Technology

Some might be offended at the idea that what wanight be considered a fetish, but | should perhaps
take a few minutes to explain the background te dipproach, and perhaps indicate how it mightedtat
GIS.

There are various ways of considering fetishisneréhs, for example the approach derived from
anthropology, in which we can talk about fetishealt§ — items of worship and veneration. These are m
traditionally associated with items associated wéfigion or magic, but it's not too hard to make teap
in associating computers or indeed the computegebtols as fetish objects in their own right.He t
paper you have, | talk about computers and thew@ation with magic and mystery — the idea of the
computer as a black box, serviced by initiates ggpeed in the ways of computing — whether we see
ourselves as high priests or not is perhaps anathder. Be that as it may, I'm sure all of us have
encountered people who believe they must use Gi&use they should, rather than because there’s a
specific need and that can be verging on fetishitie tool.

Then there is the idea of fetish found in Marx meoaodity fetishism. In Marx’s eyes, fetishism is
associated with the concealment of social ordedssanial relations — again, there are links with
computing which | refer to in the paper. For exaamfthe way in which computers have increasingly
developed to separate us from their underlying mgk— indeed, that's now seen as a good sign of a
successful interface. But the implication of tlighat, as we become further removed from the tipesa



of the machine, as more and more layers of opacitynserted between us and the operations perfbrme
by the tools, the less and less we know about hey actually work — we come to the point where we
push a button and our data changes but we do et kror do not need to know — what has precisely
happened. There’s a sense in which viewshed arsafyse become characterized by this kind of
approach, for example As GIS have, thankfully, Ineeonore available and easier to use, it's
correspondingly easier to employ them in an unfhigkunknowing manner.

Finally, there's the idea of fetishism based arobrelid’s concepts of sexual fetishism. While thasym
seem even less likely in our context, neverthdtesan be suggested — as for example, by JuliamiBlso
(2001, 169) — that the way that GIS and associeatial technologies can be used to lay bare the
landscape is a sexualized way of looking, a formayeurism as Kristof mentioned on Tuesday.

But as | said at the outset, | don't want to depdleese ideas any further now, but they do serve to
underline the change in emphasis that | am makinlgis presentation — moving away from the toold an
technologies themselves to consider the broaddexband implications of their use.

What | would emphasise is that | am not beingaaltiexcept perhaps in a self-critical way — I'm
implicated in this too; I'm not standing on the side and taking critical pot-shots at people. i my
intention to raise major doubts or undermine apghea here. Instead, what | want to try and do layto
down some challenges for us as archaeological 0§&tS — to encourage us to be more knowledgeable,
more self-aware about what we are doing and whyhéend of all this, you may not see them as
challenges at all, and that's fair enough, thouijhdve to disagree with you. Or you may see the
challenges as impossible tasks which we can neny@ to achieve, and that's OK too, but | think we
should nevertheless strive to meet these challenagfesr than continuing along the same old pathways
But the important thing is not so much whetheratryou agree with what | am saying, but that yomeo

on the journey with me and make your own minds up.

Challenge #1 : Subjectivity of the tools

Presentations that look at our overall approaahesing GIS have a strong tradition at meetings ssc
this. For example, there were two meetings on Agolagy and GIS at Ravello in 1993 and again in 2000
that were subsequently published. At the first Rawaeeting one of today’s speakers, Vince Gaffney,
was a co-author of a paper on the impact of Gl&d¢haeology which drew attention to the way in \whic
GIS technology might mould archaeological thougtd practice in a less than desirable manner,
potentially leading to an environmentally or fuoctally deterministic viewpoint (Gaffney, Staé and
Watson 1995, 211). One aspect they highlightedtivasvay in which map presentations reduced place
and space to location and distance, in the prdossyy cultural and cognitive perspectives, althotiiey
argued that GIS could overcome such difficultiephgviding access to landscapes and manipulate that
space according to variable imposed valwpit, 212-13). As a result, they argued:

“GIS is not ... to be considered as a objective nleseof pattern implicit within spatial data;
rather it is a tool to create spatial relationstapsording to values we regard as important”
(Gaffney, Stati¢c and Watson 1995, 213).

So the important point here is that the emphasia ithe subjective nature of the tools which are
dependent on those things that we choose to segasgant. There’s therefore an essentially
interpretative aspect to this, long before we egach the stage of actually having generated aimap
response to some analytical query or investigation.

Challenge #2: Representing space

In their introduction to the publication of the sad Ravello meeting in 2000, Gary Lock and Trevor
Harris presented a socio-theoretic critique of GI®hich they particularly highlighted two aspe(tsck
and Harris 2000). First, there was the nature @adadbility of data which tended to emphasise the



physical aspects of landscape above cultural pscaes result of the inherent difficulty of genirgt
cultural or social data. Secondly, there was thestion of different representations of knowledgimdpe
potentially excluded:

“GIS ... is spatially deterministic, in that datatitannot be captured as a spatial primitive
comprising point, line, polygon, or pixel, is essealty excluded from the database.” (Lock and
Harris 2000, xvii).

In their eyes, this led to a tendency for GIS tptoee a view of reality that was heavily biasedaods a
scientific data-driven representation, leaving nualitative interpretations out in the cold. As |
mentioned in my introductory paper, this was thecent that really started me down this line of
thought. Interestingly, they observed that the samdamental issues of data availability and theinea
of the data and the debates surrounding them redhaimuch the same six years after the first Ravello
meeting — | rather suspect the same could be gd&yt another seven years on.

It is impossible to deny that archaeology is sfistend temporally oriented. The significant patiekve
observe arise through variations we identify witthia spatial and temporal domains — the physical
changes across landscapes and within sites thdtecataced, mapped, manipulated, combined and
interpreted according to a range of different tb&oal constructs. But to what extent are thoséalpand
temporal domains affected by the ways in which h@&ose — or are required — to represent themft is
course a fundamental question that cuts to the bé#re subject. It offers the possibility of arpdox in
the application of present-day GIS in which thearhdng organisational and representational stmestu
limit at the same time as they enhance the kindsarfels and interpretations we create of the past.

Some would not accept there is an issue at allat lmast not in certain respects. For examplbisstudy
of time in archaeology, Gavin Lucas suggests thatontrast to time, space has never been probilemat
we have always been able to measure spatial paedtshape, location, distance etc. using coatelin
systems of one kind or another (Lucas 2005, 32at'Sta reassuring perspective from the point ofwaé
standard applications of GIS, leaving us free taceatrate on the more problematic nature of tinfe. O
course, this isn’t the case — space is a probletigast because of the need to resolve problems of
differential resolution of recorded data.

However, what this still fails to recognise is tkigis understood and commonplace approach to $pace
particular to a Western perception of the worldrdaback to the Enlightenment (e.g. Pickles 200w, a
despite its universality, is by no means uncontesBme very simple way of illustrating the conteste
nature of spatial representation is through thpudess surrounding different map projections (se@#vVo
1992, 56ff, for instance). The classic Mercatoljgetion is the only projection on which lines ofnstant
compass bearings are straight — a vital factoréa@PS navigation — but it distorts areas: foranse,
Greenland and Africa are shown roughly the sanedispite Africa actually being c14 times the size
and arguably promoted a European perspective. Thilational Geographic Society used the Van der
Grinten projection until 1988 but again there weagor distortions, with Greenland 554% and the USA
68% larger than actual size, for example. In 1988 thanged to the Robinson projection where the
Greenland exaggeration is reduced to 60% but Afsid®% smaller than it should be. The United
Nations, World Council of Churches and other clyasiganisations used the (Gall-)Peters projection
where areas of equal size on the globe are showquas size on the map, although distances are
distorted, especially east-west distances towérelpoles.

None of these are wrong as such — they are singulso&imations of the world. My point is not so much
that one projection is better than any other, salcef them distort reality in one way or anothieiis to
emphasise the fact that representation is not plsimatter, that it can be affected by politicadl @ocial
choices, and that those choices may be hiddentafaur control but they nevertheless affect the
representation of our data and our perceptionseoworld. This was underlined to me when | camesscr
the phrase ‘Mercator disease’ coined by Robert ICiora speech on climate change at the Fifth



International Symposium on Digital Earth this maritii which he apparently meant that people lacked a
appreciation of the polar regions of the globe essalt of a lifetime spent staring at Mercatorjpctions
(Geens 2007).

Of course, much of what we work with are locatitiasislated into a flat planar world of x and y
coordinates. The GIS tools we work with are pre@idaipon this, the maps we use as the basis for our
studies employ this, and this conception of spéfeeta our approach to it, whether or not we have a
say in the matter. It imposes an order on the waddkitions it, locates things within it and ré@latto

each other in a way that is particularly charastieriof a Western, post-Enlightenment scientific
viewpoint and which is not one that is necessdrdlg elsewhere. Some would argue that this reliance
Euclidean space is itself a problem — Julian Thorfmsexample, points to the way in which space is
conceived as rectilinear, isotropic [independerdicgction], gridded and framed, and argues that th
establishes conditions for distanced and dispaagabservation — the scientific gaze (Thomas 2004,
199).

We do record space in non-Euclidean ways — th@waninap projections available to us are evidence of
this — but while we may collect data on geogragbiardinate systems, these are generally transfotaed
a projected Euclidean system to make them useabi¢her circumstances we are accustomed to maps
which dispense with geographical accuracy entiMg.heard on Thursday Christian Grataloup talking
about some of the different ways in which we canktabout mapping information that don't incorperat
a traditional map image. In the UK, probably thestfamiliar example is the London Underground map,
designed by Harry Beck in 1931. Earlier geographisions, such as the 1927 map by Fred Stingemore,
showed the routes in relation to the streets allmweas the network grew the map became overly
complicated. Today, the geographic representatitineoUnderground is totally unfamiliar becauséheaf
ubiquity of the Beck design. Indeed, artists likmn@&n Patterson deliberately take the iconic mapay
with it — in Patterson’s case, he replaced the samhstations with philosophers, actors, politisiamd
other famous people as a means of subverting dief beat maps provide a reliable source of
information. Yesterday Jean-Yves talked about mition visualization that went beyond the map er th
3D model. Indeed, he said that graphics shoulceba 81 terms of alternatives, and should not be
enforced by the tool, and this is perhaps whergitbblem lies with GIS.

From ethnographic and anthropological evidencealse know that some aboriginal indigenous groups
perceived the world and mapped it in a rather ciffeway to the one we are accustomed to. Classic
examples include the Pacific Marshall Islanderdgetional charts made from palm ribs bound with
coconut fibre, using shells to represent the idaartt] the palm ribs to represent the lines of satedba —
each is made by an individual navigator and hewt¢hought of as generalisable (Pickles 2004, [tdijt
have their own ways of representing space — fomgia, carved wooden maps representing the coastline
and shores, which often closely relate to realityvohich are distorted in those areas which aredtln

more frequently or have better fishing (e.g. PR@02, 131ff). In fact, | doubt anyone would arghatt
people in other cultures and — especially — peiwplbe past, saw their world differently to us.

Challenge #3: Changing perspective
The problem is, as Julian Thomas describes it:

“GIS ... may be irreducibly embedded in ways of lemkand thinking that are distinctively
modern, and that they hence are anachronistic wpplied to the distant past.” (Thomas 2004,
199).

Anachronistic may seem harsh, but it reflects ttodlem that we employ a modern geometric view ef th
world as a means of reconstructing and analysisgyarlds that may have been constructed on quite
different grounds. We are accustomed to technaddigiclerived views of the world which would be
entirely unknown to anyone living in the mid-twegiti century, ranging from views of the world taken



from the Mars Rover, the classic view of the e&dim the Apollo missions, constructed views of the
world assembled from satellite imagery — all cdostiwhat Donna Haraway has famously referred to as
the ‘God Trick'.

Even something as simple as reversing the orientati a map demonstrates how relatively minor
changes in representation can result in dramagiogds in perception — removing the north convention
underlines how we have become accustomed to a wiendthat has the north — and the Western world —
physically and metaphorically on top. How much mimight this be true when thinking about past
perceptions of past worlds? I'm not suggesting lttesewe can somehow realistically expect to get in

the minds of past people — that's a whole diffetbabretical can of worms. What | am arguing ig tha
representations we use could at least attempt t@more in the direction of a world view which,
although we may lack detailed knowledge aboutatsire, is nevertheless different in its emphasis on
accuracy, reality, and detail. To use Julian Thosnasrds again:

“We have to consider whether, when we look at regmeations of the past on the computer
screen, we are not merely reproducing a dominaiscegime” (Thomas 2004, 199).

A concrete historical example of this kind of disdtion between classic Western and aboriginal
conceptions of space is provided by Maria Zede#tidy of land use among the Hopi Indians of Arizona
(Zedefio 1997). During the debates surroundingrttieh Land Claims Commission, Western ‘common-
sense’ notions of homogenous, bounded, stabléagatiunits had to be set aside for aboriginairfsiof
territoriality in which the spatial unit consisteflaggregates of ‘tenures’ held at different times.

These tenures could be single places, portiorsnaof (landmarks, fields), natural resources (wildlsg
stands of trees, mineral outcrops), and the matedard of human use of the land and its resources
(burial grounds, villages, encampments, trailsingsretc.) (Zedefio 1997, 71). Boundaries were lyoad
drawn, often associated with major geographic featin the landscape or migratory or trade rowted,
these territories might be used by several grofipgaple — indeed a group’s territory might consist
several non-contiguous areas or discrete places & history of land use by particular groups would
persist. Crucially, as Zedefio emphasises, thiseqiraf space and territoriality is in stark conttasthe

kind of landscape in which space is contiguous@ambe comprehended at a glance (Zedefio 1997, 73).
Yet these are the kinds of territories we are nao@istomed to dealing with, and to imposing onpast
landscapes.

Instead, as this example suggests, we could paligrtie dealing with multiple discontinuous spaagth
different scales and different purposes and meaninghe case of Hopi land use, Zedefio identfbas
main categories, each with its own spatial corestaiving space (the construction of villages,essc
routes etc.); food production space (agricultuaatk, farmsteads, field terraces, irrigation etc.);
procurement space (hunting and resource collegtiognds, temporary camps, and resource location
markings such as petroglyphs, cairns, and shrin@s)ritual space (ceremonial structures, shrines,
cemeteries, caches, ancestral sites etc.) (Zed¥h I7-78).

This may seem impossible to achieve, but bear imdrthiat GIS models don't even represent our own
spatial perceptions very well. For example, mosioprobably conceive of the world in terms of our
immediate surroundings, with a great deal of kndg#eof space and relationships. Once we look beyond
the direct world around us, things become more hagyindistinct — scale becomes less precise, and
proximity and distance become more a case of ‘ngarther away’, ‘a long way away’, for example.

This is not a characteristic of most GIS modelsiciviagain underlines their particularly scientific
perspective, lacking in human scale.



Challenge #4: Beyond Euclid

This then leads to the question of representatidhese kinds of spaces within GIS. Are the exgstin
standard tools predicated on the Euclidean plamaleisufficient for these purposes? Or is it theedhat

“Cartesian perspectivalism’ has limited the potainbf GIS. A sterile geometry is associated
with a simplified GIS that fails to fully represestme segments of society or complex geographic
processes” (Miller and Wentz 2003, 575).

Miller and Wentz go on to argue that since dateeHacome less scarce and computational power has
increased, it ought to be possible to do thingedihtly and better than in the early years of GIS
applications. As they point out, some of the bdsifinitions of the Euclidean model raise distinct
questionsdp cit 578). For example:

» Is the distance between two points necessarilyddfin terms of a straight line representing the
shortest path?

» Is the distance between two locations the sametim dlirections? (Euclidean Symmetry)

« Is the direct distance between two locations alvWags than or equal to the indirect distance
going through a third location? (Triangular inedfyal

Some of these questions should give archaeolquastse for thought — after all, we know that human
action will affect spatial interactions. For examphithin the Hopi territory, it may well be thaavelling
between two locations might not involve a straigig — not only are there physical aspects of the
landscape to consider but there are also the alikonstraints represented by areas within theslzaquke —
the need to avoid the burial grounds of othersei@ample. Likewise distance between two point®is n
the same if a steep slope intervenes, or the fanitjliof the route varies, or the purpose of theney is
different. I'm not saying that attempts to modedgé kinds of constraints are not made — they aténb
the main they are still the exception.

For example, Tyler Bell and Gary Lock (2000) creaemodel for their study of the Ridgeway hillfoirts
central southern England that reflected more m@alisovement across slopes rather than directlging
down them, and at the same time recognised thertemm® of directionality, in that the cost of mayin
uphill is different to that moving downhill. Butétprocess is complex compared to the ease of mgeati
standard cost-surface model that does not have themces built in at all. Furthermore, the model
essentially focuses on the physical characterisfitise landscape, and does not incorporate clikumch
cognitive elements. There are similar problems wighbility models which are well-known, and whith
won't go into since Marcos covered them the otlagr. d

Challenge #5: Representing cognition and culture

Can cognitive and cultural processes be modelliter (@affney, Stati¢ and Watson 1995 and Lock &
Harris 2000)? Can an essentially processual t@oesent post-processual concerns (after Thomag2004
We can attempt to incorporate some of these nosiglilyaspects into our models, but it's difficdlnd

if we tried to represent them, all we have to haralthe standard spatial tools which were derfged
different purpose altogether, and which are uswbBociated with the analysis of physical aspdtcts o
landscape in the first place.

For example, Thomas Witley (2004) has argued thatdossible to use standard spatial variables as
proxies for cognitive processes. For example, baes that visibility analysis stands as a direckypffor
visibility in the past. Distance and cost-distaigseen as an indirect proxy for spatial familiagiven

that distance can be related to knowledge of sodimgs. He demonstrates proxies in action in aystdid
the migration of the Nez Perce tribe through théoviestone National Park in 1877 and their avoidanice
a known trail despite it being a convenient escapee. A combined viewshed and cost-distance migdel



used as a proxy for community knowledge of the themough hostile territory. This clearly providas
poor fit with the known route taken, so he apphletbst-distance model to represent where the kribes
they were likely to encounter the US Army. Agalmistdid not seem to account for the route takerneso
employed another viewshed/cost-distance modelpi@sent the knowledge of a captured settler. The
final composite of all the knowledge and risk soefeseems to provide a close match with the histibyi
attested route taken through the area. Of counsapparent match does not validate the model, but m
problematic is the idea that somehow a viewshed@aresent the ‘knowledge’ of an area that a group
holds when at most it can be no more than a faimtew of a very small aspect of that knowledge —
visibility, with all its attendant problems, is aqr proxy in this regard.

A challenge to this relative poverty of represantatan be seen in the recent bio-mapping projefcts
artists such as Christian Nold and Amanda Windtethrir Greenwich Emotion Map project (Nold
2006). This was a six month project in which 37%tipgrants wore biomapping devices measuring their
Galvanic Skin Response which indicates their emafiarousal associated with their geographical
location. The idea is that the maps derived repitabe complex relationships between ourselvesoand
environment. My point is not that we should be eating this because clearly this is an impossibility
instead what this highlights is the way in whiclgaptions about environment changes with locatioh a
by association with physical and cultural cueshim¥icinity or further afield. Consequently, if vaee to
consider the way a world was perceived in the pesthave to take into account not just the relative
attractiveness/unattractiveness of aspects ofrthieomment, the location of natural, physical amenian
features within the landscape, but the way this otenge in the light of other factors such as pnity
time, familiarity, nature, length and stage of joay, for example. For instance, near/far concefpts o
associated with distance and movement will cleehignge as the position within the landscape changes

The problem, of course, was illustrated by Predvhgn he talked about the dynamism of nineteenth
century Montenegran communities on Monday, and esighd that the intra-community conflicts,
raiding of livestock etc. were not expressed imtethat would be represented in the physical resn#tin
may be that the kind of actor-network model thatd Sanders spoke about may help here if we are
prepared to recognize that the actors themseleeahaanys knowledgeable and act with intention. Thei
knowledge may not be perfect, and their actions lmag to unintended consequences, so we cannot
assume that what we observe archaeologically veaeutcome of deliberate intent — they may have had
quite different goals in mind (Joyce 2004, 5).

Coupled with this might be a revisitation of Gibsooconcept of affordances (Gibson 1977), which
stresses the interaction between people and thgioament — a form of ecological psychology. It's
perhaps more to do with perception rather than itiognbut could help move us in the right general
direction. It recognizes that the world around aegh't just act as a stage on which we performitbut
offers us in various ways shelter, water, objeetsources, human elements etc. They aren’t sirhply t
property of the environment but they are determimgtioth the environment and the agent — but since
more often than not it's the environment that iesidered, there’s a risk of environmental detersmni
here. Whether or not Gibson’'s model is appropiise¢e, for example, Costall 2007), it does at least
encourage the re-evaluation of the kinds of dathawe access to, and may suggest ways in which we
may unpick our data by evaluating the potentialtheflandscape and in the process enhance ouraagbpro
to understanding and representing human actidmeipast.

Challenge #6: Representing uncertainty

“... the functionality of GIS needs to be enhancethttude ways of representing uncertainty in
the outputs, not just the metadata” (Hope and HR20687, 645)

Clearly any move to a ‘richer’ representation inmating aspects of human cognition and percegtson
well as the physical nature of the environment, eyl definition, involve uncertainty. So one of tihéngs
we need to develop are ways of representing uriegria our models. GIS are not alone in this — the



issue of how uncertainty and interpretation is espnted in three-dimensional reconstruction mddels

hot topic of debate, as Jean-Yves demonstratedrelggn Friday, and Philip also discussed in refat

to predictive modelling for example. But we aregobod at handling uncertainty in the context of GIS
either. We're all aware, for example, of the defimies of our data in terms of quality, resolugtn — if
we're good, then we record these issues in thedattaaccompanying our GIS models, but, as Hope and
Hunter suggest, we need ways of actually reprasguoticertainty more explicitly within the models
themselves. And of course, combining data thatdeeror less precisely located with data for whigh w
only have a rough location is a recipe for problems

There are perhaps three ways of thinking about tioissurprisingly linked to the three main catég®of
GIS data — points, polygons, and coverages.

Positional uncertainty arises when we are unsutbeofctual location of something we are recordiug.
example, in the UK the location of sites in both thcal and the national monuments records are ofté
precise — recorded to a mixture of resolutions fdamto 100m or more for a variety of reasons. A
common mistake that undergraduate students ma&eplst all these sites in exactly the same way and
then wonder why all these sites cluster in thedmotieft hand corner of grid squares ... One way of
representing this positional uncertainty would dereate a buffer around the site that corresptmtie
area within which that site could fall, given tlesolution of its recorded location. This is comnyahbne
with local sites and monuments data held by goventragencies, for example. But as a representation,
this is lacking since it assumes that the areatésnally homogenous. Although we may not know &her
precisely the sités, we might at least know where itrist — for example, unless there’s strong evidence to
the contrary, it's unlikely to be in a river, or arcliff face, for example. Consequently we cowldi at
ways of determining the probability that a sitéoisated in some areas rather than others, and rthidre
represent the buffers homogenously, perhaps usimg &ind of graduated shading to represent the
probability distribution (see Hope and Hunter 20046ff).

Borders present similar problems. People geneoatlgr their environment by creating conceptual
divisions around areas, events, people, ideasthés@roduces boundaries. For example, we regulesdy
vague concepts such as “the Alps”, or talk abadyés” or “valleys”, but where do they start andi2in
other contexts we talk about “the kingdom of theigoths”, the “Celtic zone” — concepts that we agnn
precisely delimit, which have indeterminate bouretarand yet which we represent within our maps and
models all too often with a firm, clear, bold lidemarcating their limits. As we saw with the Hopi
example, it isn't as simple as that, not least beea lot of what we study never had physical bariad.
Historically, for example, we know that in the medil period, territories were often not clearly bded

— there was a fuzziness that meant that in effecttwas a transitional space in which you werthaein
one territory nor the other, but sometimes in onthe other, depending ... Finding oneself in this
transitional space in the wrong place at the witimg could be extremely hazardous. Clearly,
representing a boundary with a line in such cirdamses is completely wrong. Again, we might repnese
this as some kind of buffer area instead but wel tede able to distinguish between the malleghiift

the boundary and its permeability (Kooyman 200&)42malleability in the sense that the boundary
shifts, expands, contracts depending on circumegrand permeability in recognition that things may
cross from one domain to the other to varying esteagain depending on circumstances.

Finally, there is thematic uncertainty — somethimat, for example, we have encountered with viewshe
where it is recognized that we do not have 20/2wmj that we cannot see to infinity, that visioaye
impaired by atmosphere and weather — and vegetatitm- all things which introduce uncertaintyoint
the viewshed. It's still very rare to see this irmarated within a viewshed model — it's rarer stllsee
uncertainty represented in other kinds of coverdaia — for instance, distance surfaces created from
uncertain locations? Representing uncertainty isartdvial matter — there are various ways in Whiic
might be attempted — perhaps changing the spasalution relative to uncertainty, for examplepsing

a kind of ‘fog’ overlay that blurs areas where utai@ty exists (Hope and Hunter 2007, 647). It's @o
problem that has been solved elsewhere eithethbtitoesn’'t mean it should be ignored in archagolo



After all, maps have a tendency to power and aitthseo even though you may not have intended a map
to be taken as the literal truth, it may come te&en that way unless the levels of uncertaintglaaely
indicated upon it.

Challenge #7: Representing time

“Any enquiry into the past which does not reckottwvthe dimension of time is obviously
nonsense” (Piggott 1959, 51).

Throughout, | have been arguing for a richer regmestion of past environments, and clearly the time
dimension is critically associated with this, yet hhave said very little about it this week. Gavircés,
for example, has commented that because timetlibe deart of archaeology, it often seems thatake
it for granted, and don't fully consider the wagsahich time, and our understanding of time, af¢be
way we do archaeology (Lucas 2005, 1). In GIS temescould usefully add thepresentation of time
... Time is too big a subject to do justice to he/'ll confine myself to one or two observatiormat
the nature of time before looking at the repred@ntaf time within GIS as that's most relevantédier

First of all, it's as well to remember that we halifferent perceptions of time. We see time as a
progression from the past to the present and h&ditture — essentially a linear process, thouglofien
refer to alternative futures depending on diffeadisions or outcomes. We also deal with cyclioa¢ —
the motions of the sun and moon, the seasons,tkeanonths and days of the week have a cyclical
nature, although we number years in terms of algtiaear progression. But what we think of as
objective time is culturally specific to the Westevorld, and especially associated with the widesgr
use of clocks as scientific instruments (Lucas 2835 Others see time differently. Australian agioes
have a completely different perception of time e plast is very much in the present, in the herenamd
and consequently they don’t understand the Westesassion with heritage, for example. Other groups
have different cyclical views of time based onithigration of animals, the agricultural cycle, ados.

Donna Peuquet (2002) talks about the many differ@@nings of the terms “space” and “time” (for
example, she points to around 29 different deingiof the meaning of time) and suggests that btieeo
problems is the way in which the two concepts arerirelated. For example, we talk of an eventittgk
place” at a particular time, or conversely we miggy that “he’s near to the end of his presentati®he
suggests that this entanglement of time and spaceases the difficulty of analysis (Peuquet 2023,
Archaeologically, however, we're accustomed todbénition of time in reference to space — for
example, the spatial attributes of stratigraphyssmsociated with temporal sequence, and the samigeca
said for typology and seriation (Lucas 2005, 33).

GIS are of course well-equipped to represent sgadehis is the point at which we hit the firsoptem —
current GIS are not equipped to represent spatipdeal data effectively. We can represent timeras a
attribute but that is a very limited form of repeatation.

For the most part, our incorporation of time intts@alls into two categories:

1. Static GIS — where only a single state of timeejgresented in attribute form: “Show me all the
sites from Period X". This is the current situatisith most software, and hence the only method
to exist in any accessible way at present (Worl2®@b, 3).

2. Temporal snapshots — where sequences of snapd$tiaizen time are captured, essentially
sampling a dynamic phenomenon at a sequence obtahipstants (Worboys 2005, 3). We saw
this at work on Thursday in Lena Sanders presemain agent-based modeling, for example. It's
also the approach adopted by lan Johnson in hieNap development, in which sequences of
time slices are animated, illustrating for exantplke ebb and flow of an empire or region
(Johnson 2002).



While these can undoubtedly be useful, neithepargcularly effective or rich ways of representiimge.
They tend to assume that the features have cledmcmdaries, that relationships between featuaas ¢
precisely defined, that it's possible to accurateBasure their locations — all problems we've teachn
already, and of course compounded by the problesaceated with measuring time accurately and
consistently archaeologically.

One way of visualizing time which might be usefuté conceptualise it in terms of what we already
know about — space — even if some think that tmmection between time and space is part of the
problem. For instance, we could see time in terhthange and the measurement and representation of
that change. This could be seen in three waysr @fteser, Tryfona and Jensen 2005):

1. Position changes over time — moving objects whiehcapable of continuously changing their
location across time. You could see this in terfres car, or alternatively you could visualize it as
one of Marcos'’ individuals moving through the lacaise guided by their directional view, zig-
zagging up and down slopes, always with their ddsitestination in mind. Associated with this is
the perception of time-space — the time takendcohe particular location may be reflected in the
perception of space and the structuring of thatespand that might well be something we would
wish to represent.

2. Properties change over time — shape or featureshemge over time, but essentially the object
does not move. A typical example would be a landgda- its ownership will change over time,
its name may change over time, its boundaries reajtbred over time, but it does not physically
move to a completely different location.

3. Position and properties both change over time -esloimg that is a moving phenomenon that has
characteristics which also change across time. plemight include traffic volume, or
depending on scale, the movement or migrationpaffaulation.

Categorising time is one thing — the problem, afrse, remains the representation of these phenomena
Things are created or begin at certain pointsme tithey continue for a period, they may disappedr
reappear at various stages, they may be transfamsdumber of ways — evolving, merging with or
splitting from other entities, for instance, andytidie or otherwise leave the stage, to be sucddege
something else. The complexity of these changd¢ioekhips, coupled with the complexity of recording
archaeological time itself, means that represeritiege temporal dimensions in a standard relatimnal
object-oriented database is extremely difficulbese kinds of data do not conform to a fixed schema
Even mapping apparently generic time categoriel asdron Age causes major problems of definition
within the UK, let alone when you try to definaitross Europe. We could, for example, consider the
possibilities of time-space transformation as ameed representing change, but again, the toalsiat
disposal in GIS do not currently enable us to d& tntil then, we are largely limited to snapshentsl
animations that compress change into a single rgtreeric dimension.

Challenge #8: Accessing knowledge

A story about a mapmaker was told by Nicolas ofe&nshisCompendium (1464) as a metaphor for our
access to knowledge (Morse 1998). According to Mo

“A cosmographer has a city with five gates, whioh the five senses. Through these gates, messengers
enter from all over the world ... those who brirgus of the world’s light and colour enter throubk t

Gate of Sight; those who bring news of sound anceydhrough the Gate of Hearing; those who bring
news of odours, by the Gate of Smell; those whagonews of flavours, through the Gate of Taste; and
those who bring news of heat, cold and other tdeditings, through the Gate of Touch. The
cosmographer should sit and note down all thingsdhe related to him in order to have a descripio



the entire perceptible world represented in his oityn But if any gate of his city remains alwayesed —
the Gate of Vision, for example — then there wdldbdefect in the description of the world becabee
messengers of the visible did not gain entrance.dgscription would not make mention of the sue, th
stars, light, colours or the forms of men, animakgs, cities, and the greater part of the wolbd'auties.
And the same holds true for the other gates. Teemographer therefore tries as hard as he can podtke
the gates open, to listen constantly for the repofrhew messengers, and to bring his descriptien e
closer to the truth. Finally, when he has maderaptete representation of the perceptible worlde.
compiles it in a well-ordered and proportionallyasared map lest it be lost ... And from the retatiop
of the map to the true world, he beholds in himseffofar as he is the map maker, the creatoreof th
world.” (Morse 1998).

So the final challenge is for us as mapmakers,adeiters of past environments, to minimise the csfe
in our descriptions and representations, to stovdetter, deeper and richer representationseoptst,
and not to be satisfied with the off-the-shelf siolus available.

Conclusions

e Think hard about representation:
0 the images/maps themselves
0 cultural and cognitive data
0 uncertainty
o time
* Ensure theoretical rhetoric matches the models/eredversa ...
 Remember the tools are not neutral — for exampleols emerge from a social and historical
context to respond to changing needs, but alsptakké users and their surroundings” (Chisman
1999, 182).
» Be a knowledgeable practitioner ...
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